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W e are seeing a surge in global efforts to 
establish governance frameworks for Artificial 
Intelligence (AI): from the United States’ 

Executive Order on the Safe, Secure, and Trustworthy 
Development and Use of AI (October 2023), to the AI 
Safety Summit in the United Kingdom (November 2023); 
taking in a consolidated working draft Convention by the 
Council of Europe on AI, Human Rights, Democracy and 
the Rule of Law (July 2023); not to mention the political 
agreement reached in December 2023 (to be ratified in 
2024) between the negotiators at the European Parliament 
and the Council to adopt the EU AI Act.  According to the 
Council of Europe’s compendium of AI Initiatives, there 
are currently more than 600 ongoing initiatives aimed at 
governing AI.

However, what is to be governed when it comes to 
algorithms? According to a recent piece in The Economist, 
any AI regulation should first aim to answer three key 
questions: What should the world worry about? What 
should any rules target? And how should they be enforced? 
It is far from clear whether any of the above initiatives 
will hit the nail on the head in terms of AI’s impact on 
the environment and society. The issue becomes even 

thornier if we take into account the multi-stakeholder 
dimension of AI governance: it is not just national or local 
governments, or intergovernmental organisations who 
are involved. Private players – and especially companies 
– play a growing role, if not the leading one, in some of 
these initiatives. 

This CIDOB briefing expands upon the findings of the 
international seminar “The dark side of urban artificial 
intelligence: addressing the environmental and social impact 
of algorithms”, held on June 19th, 2023. We delve into 
two crucial aspects of AI and algorithmic governance: 
firstly, the environmental consequences of AI, and 
secondly, the wider social and political implications of 
algorithms. The briefing wraps up by offering insights 
and recommendations for the effective governance of AI 
in urban contexts. 

1. The environmental impact of algorithms: “AI for 
sustainability” and “sustainable AI”

There are two interconnected perspectives on the 
relationship between AI and environmental sustainability, 
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broadly referred to as “AI for sustainability” and 
“sustainable AI” (van Wynsberghe, 2021).1 The former 
involves using algorithmic tools in areas that contribute 
to ecologically desirable developments, such as climate 
protection. Examples of AI applications in this field include 
counting trees, providing precise estimates of biodiversity 
in various areas, monitoring real-time weather patterns, 
or forecasting energy consumption, air quality and CO₂ 
emissions, as well as enhancing efficiency in resource 
allocation. These illustrate how AI serves as a robust 
tool for swift and informed decision-making, facilitating 
progress towards more sustainable cities. Given this, “AI 
for sustainability” accounts for the enthusiastic adoption 
of AI solutions by many cities. The AI4Cities project is 
a good illustration of this trend, representing one of the 
most significant initiatives showcasing how cities are 
actively seeking AI-driven solutions in the energy and 
mobility domains to support their transitions to carbon 
neutrality. 

Yet, as more resources are dedicated to the development 
and use of urban AI solutions, it becomes increasingly 
crucial to consider the environmental impact of these 

technologies. Indeed, designing, producing and employing 
AI technologies requires a physical infrastructure that calls 
for extensive amounts of material resources, including water, 
metals, energy and human labour. Consequently, not only 
their computational power but their very material existence 
gives rise to significant ethical issues from a sustainability 
standpoint. After all, and as Falk and van Wynsberghe (2023, 
p.7) put it: “How useful can the impact of an AI system be 
towards sustainable ends if its development and use defeat 
the purpose of its existence in the first place?”

In this context, the term “AI for sustainability” should 
be distinguished from “sustainable AI”. The latter is 
about “developing, implementing, and using AI in a 
manner that minimises the adverse social, ecological 
and economic impacts of the applied algorithms” 
(Rohde et al., 2021, p.1). However, the environmental 
impact is not easy to analyse, let alone estimate. One 
key aspect involves grounding the discussion in the 

1	 The notion of sustainability is a complex one. It is often understood as comprising 
three distinct dimensions: an environmental, a social, and an economic one. In this 
section, we limit the analysis to the environmental dimension of sustainability.

relationship between the benefits of AI systems and their 
environmental cost in factual data. The problem is that 
at present developers and operators of these systems 
are not furnishing the necessary data, hindering the 
formulation and implementation of effective policies. 
The most recent iterations of the EU’s AI Act represent 
a potential breakthrough. For the first time they may 
compel companies to measure and disclose information 
regarding the environmental impact of specific high-risk 
systems. This might entail incorporating data collection 
methods into these systems, drawing inspiration 
from already-established approaches for monitoring 
energy consumption, CO₂-equivalent emissions, water 
usage, mineral use for hardware, and electronic waste 
generation. This would streamline the assessment of the 
sustainability of AI systems (Mollen and Vieth-Ditlmann, 
2023).

Yet, considering that the evaluation of the sustainability of 
AI is still a developing and nascent area, the SustainAI index 
can be regarded as another notable stride in this direction. 
It provides a comprehensive blueprint for assessing and 
improving the sustainability of AI systems. This initiative 

proposes evaluating the environmental sustainability of 
algorithms through different stages (planning and design, 
data, development and implementation) based on four 
criteria: 2 energy consumption, greenhouse gas emissions, 
sustainability in use and indirect resource consumption. 
Among these, energy consumption (intertwined with 
greenhouse gas emissions) is acknowledged as the 
primary source of concern. Granted, all Internet-related 
activities rely heavily on substantial electricity, primarily 
sourced from fossil fuels. However, when compared 
with other technologies, AI, especially applications like 
ChatGPT, stands out for its extraordinary power usage. 

To start with, training a large language or other AI 
model requires huge amounts of power. Furthermore, 
large language models rank among the biggest in the 
realm of machine learning, incorporating as many 
as hundreds of billions of parameters. The training 
process demands several weeks of GPU hours, 
contributing to carbon emissions. As an illustration, 

2.	 For a more detailed account of the different criteria, see: https://sustain.
algorithmwatch.org/en/step-by-step-towards-sustainable-ai/

“AI for sustainability” involves using algorithmic tools in areas that contribute 
to ecologically desirable developments, while “sustainable AI” is about using 
AI in a manner that minimises the adverse social, ecological and economic 
impact of algorithms. 

https://ai4cities.eu/
https://www.cidob.org/en/articulos/anuario_internacional_cidob/2023/la_tecnologia_y_los_limites_ecologicos_del_planeta_el_lado_oscuro_de_la_digitalizacion
https://link.springer.com/article/10.1007/s43681-023-00259-8
https://algorithmwatch.org/en/sustain/
https://sustain.algorithmwatch.org/en/step-by-step-towards-sustainable-ai/
https://sustain.algorithmwatch.org/en/step-by-step-towards-sustainable-ai/
https://www.theatlantic.com/technology/archive/2023/08/ai-carbon-emissions-data-centers/675094/
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the energy consumption for training BLOOM, an 
open-access multilingual language model, equated 
to the amount needed to power an average American 
home for 41 years (Falk and van Wynsberghe, 2023, 
p.5). Moreover, the chatbot or any other end product 
needs electricity every time it is used. Recently, some 
proposals have emerged to address this concern, 
including the idea of affixing a label to algorithms that 
discloses the amount of CO₂ emissions and computing 
power used in their creation. For a city administration, 
prioritising these types of algorithms may be a good 
way of improving the ecological sustainability of their 
digital initiatives, as most urban technologies are not 
developed in-house. Likewise, local governments 
could give precedence to employing algorithms trained 
with small and conscientiously curated datasets. 
Although this approach may take more time, it not only 
contributes to sustainability but also enhances fairness 
and accuracy, thereby contributing to the reduction of 
“data pollution”. 

Secondly, it is crucial to take into account the broader 
infrastructure that supports and links hardware, 
encompassing the energy consumption of networking 
systems, maintenance of data centres and cooling systems 
(Falk and van Wynsberghe, 2023, p.5). This includes the 
production of computer chips and the establishment of 
data centres where AI operates. Fortunately, there are 
existing initiatives aimed at rendering urban data centres 
more eco-friendly, such as Stockholm Data Parks (see box 
1) or a Paris project using server energy to heat swimming 
pool water. However, there is a pressing need for broader 
efforts at the urban level, as these measures remain more 
anecdotal than standard practice. 

Box 1. The case of Stockholm Data Parks 

The need to reduce the environmental impact of data centres is increasing, 
and Stockholm is emerging as a global leader in data centre sustainability. 
A significant concern in this context is ensuring that the demands of data 
centres do not strain electricity grids, especially in urban areas where both 
business and individual power requirements peak.

The extremely cold climate in Sweden, which makes it an attractive 
location for data centres due to the offsetting of server cooling needs, 
also raises concerns about meeting the grid capacity for residential 
heating. One solution to address both issues involves capturing the 
waste heat generated by data centres and redirecting it back into the grid 
to provide heating for homes.

Initiated in 2017, the Stockholm Data Parks project has established a 
cohesive system, enabling data centres to navigate the complexities of 
setting up in Sweden, connecting to the district heating network, and 
contributing to Stockholm’s sustainability goals. This initiative involves 
multiple stakeholders, with municipal support extending to providing 
land and networking assistance, as well as simplifying bureaucratic 
processes for data centre companies.

Stockholm’s initiative to attract data centres to the city and harness 
their excess heat in the district heating network has not only boosted 
its IT industry but also helped reduce the city’s emissions. By 2022, 
this initiative had recovered sufficient heat to warm 30,000 modern 
apartments annually. 

2. The social impact of algorithms

As is the case for the environmental impact of AI, 
two main views prevail when it comes to the political 
dimensions of algorithms, which could be labelled 
“AI for democracy” and “democratic AI” (see box 2). 
Likewise, and while the political and social impact of AI 
may have been researched for longer (e.g., disinformation 
and misinformation or algorithmic discrimination), its 
actual implications for politics and societies are still far 
from clear. In this regard, most concerns seem to focus on 
the possibility of the singularity, i.e., the point in time at 
which AI surpasses human intelligence. However, and 
as Shazade Jameson put it during the seminar, “the real 
revolution in AI will be mundane”. Indeed, probably the 
most problematic aspect of (generative) AI is that it hides 
in plain sight. 

Box 2.  “AI for democracy” versus 
“democratic AI”? 

These two views on the links between democracy and algorithms 
are not necessarily conflicting. For one thing, “AI for democracy” sees 
potential in the use of algorithms for new and stronger forms of 
democratic engagement. For example, Daniel Innerarity argues that AI 
comes with the promise of enhanced evaluation of public policies and 
knowledge about social preferences, both of which could help inform 
democratic decision-making. Aviv Ovadya is even more optimistic. He 
sees in AI the realisation of the promise of representative deliberation 
(e.g., citizen assemblies, juries, panels or deliberative polls). According 
to this author, algorithms could streamline important tasks, such as 
translation and real-time interpretation, organising and summarising 
information, substituting some of the roles of human facilitators, or 
even by generating new points of potential consensus within groups.

“AI for democracy” could therefore become a tool for more “democratic 
AI”. In this regard, Ovdaya also argues that through the very means of 
representative deliberations that are powered by algorithms it will be 
possible for organisations developing AI systems to explore how to 
incorporate democratic processes. 

Algorithms are already embedded in many of our 
daily habits, from searching for directions on maps 
or mobile navigation apps to voice assistants. Not to 
mention that most online services rely on AI: generally, 
what we see online is the result of classification and 
association algorithms (such as search engines or online 
advertising), and we may be filtered by an algorithm 
without us even knowing (when applying for a job, 
a mortgage, or enrolling for medical and insurance 
programmes). 

Public administrations also use algorithms extensively, 
for example, for medical diagnosing, policing, to find 
eligible persons for public subsidies, or to decide on 
whether to provide police protection to survivors of 
gender violence. At the local level, many municipalities 
are using generative AI models to gain insights from 
unstructured data, improving the understanding 
of what is happening in the city, as well as using 

https://www.datapollution.eu/
https://stockholmdataparks.com/
https://en.reset.org/swimming-using-energy-waste-10022017-0/
https://eu-mayors.ec.europa.eu/en/Stockholm-Heat-recovery-from-data-centres
https://stockholmdataparks.com/
https://www.techerati.com/features-hub/sweden-and-the-sustainable-data-centre/
https://www.journalofdemocracy.org/articles/how-ai-threatens-democracy/
https://www.journalofdemocracy.org/articles/how-ai-threatens-democracy/
https://revista.cortesgenerales.es/rcg/article/view/1526/1499
https://www.journalofdemocracy.org/articles/reimagining-democracy-for-ai/
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algorithmic tools to enable public services delivery to 
be more accessible and efficient (typically taking the 
form of chatbots). 3

There are several shortcomings in each of these cases, and 
they all usually boil down to issues of discrimination, 
transparency, accuracy and trustworthiness. Examples 
abound. In 2013, it was found that Google searches using 
“black-sounding” names were more likely to turn up ads 
for services such as criminal background checks; in 2015, 
Amazon realised its new system was not rating candidates 
for software developer jobs and other technical posts in a 
gender-neutral way; in 2018, it was found that setting a 
user’s gender to female in Google resulted in being shown 
fewer ads for high-paying jobs. 

However, private corporations are not alone when it comes 
to the use of algorithms that discriminate based on gender 
and/or race. There are also several cases where policing 
algorithms have been found to discriminate against people 
based on where they lived, such as in Chicago in the 
United States and Durham in the UK. More recently, Eticas 
Foundation and Fundación Ana Bella-Red de Mujeres 
Supervivientes found that the algorithm used in the Spanish 
Ministry of the Interior’s system to assess the risks of survivors 
from gender violence, VioGén, falls short of delivering on its 
promise. Some 80% of interviewed survivors raised issues 
with the use of the algorithm. In the Dutch city of Rotterdam, 
an algorithm used to rank welfare recipients based on their 
fraud risk was found to discriminate against single mothers.  

These shortcomings are magnified because algorithms 
are usually in the hands of a small number of private 
companies, in what has been referred to by Aviv Ovadya as 
“autocratic concentration”. These private, for-profit actors 
cannot by themselves address the costs and drawbacks 
of AI. In many cases, not even AI researchers fully 
understand the recommendations made by algorithms.

3. Lessons learned and challenges ahead for local 
governments

a) Regulation and governance come with their own 
challenges

It is widely acknowledged that addressing the challenges 
posed by AI often involves seeking solutions through 
regulatory measures. However, regulating AI comes with 
its own set of difficulties, including dealing with the rapid 
pace of AI advancements, dissecting the elements to be 
regulated and deciding who regulates and how. At the 
global level, the current geopolitical conditions add an 
extra layer of complexity to the task of regulation. 

3.	 For more examples on the use of algorithms in cities, refer to the Atlas of Urban AI 
curated by the Global Observatory of Urban Artificial Intelligence (led by CIDOB’s 
Global Cities Programme

Box 3. (Generative) AI as a threat to 
democracy?

Who governs algorithms? So far, it seems that in spite of hundreds of 
AI governance efforts, private, for-profit actors are still making most 
of the decisions. This concern is especially acute when we think about 
the governance of generative AI. It should come as no surprise once 
we realise that it took only a month for ChatGPT to reach 100 million 
monthly users. In a recent publication, Sarah Kreps and Doug Kriner 
conclude that generative AI threatens three central pillars of democratic 
governance: representation, accountability and trust. 

According to Aviv Ovadya, there are three possible scenarios for the 
governance of (generative) AI. The first one is “autocratic centralisation”, 
in which powerful corporations from authoritarian countries control 
“extremely powerful AI systems”. Currently, this seems to be the 
most likely scenario. There are two alternatives: “ungovernable 
decentralisation” would allow unrestricted access to AI systems, 
which could lead to them being used to cause irreversible harm; or 
“democratic (de)centralisation” would promote democratic investment 
in the infrastructure needed to develop AI models in line with human 
rights and democratic principles. 

According to participants in the seminar, it is crucial to ensure that 
government and civil society play a more significant role in the AI 
revolution. An interesting step in this direction is the Manifesto for Civic AI, 
which calls for government regulation of generative AI. At the same time, 
one of the main conclusions of the seminar was precisely that we should 
not let discussion of the potential dangers of generative AI distract us from 
the current ones. 

From a European standpoint, the continent is facing the 
consequences of excessive regulation, which has led to 
gaps in investment in research and development as well 
as capacity-building. Similarly, the seminar’s participants 
expressed concerns that AI requirements imposed by 
Europe can pose significant challenges to small businesses 
and open-source projects. Hence, while acknowledging the 
positive aspects of the EU’s AI Act, such as its human rights-
based approach, it is essential to recognise the potential 
long-term negative impacts of the act and address them. 

While many countries have already released national 
guidelines on AI, most local governments are still lagging 
behind on the development of regulatory frameworks for 
AI in a technical and policy capacity. While governance 
may certainly be a challenging task, four essential lessons 
to guide progress emerged from the seminar: 

1.	Focus on processes: while most governance initiatives 
address AI outcomes, it is crucial to recognise that 
(machine) learning is a continuous process, and it is as 
part of these processes that policies should step in.

2.	Governing uncertainty is a constant practice: effectively 
governing uncertainty requires ongoing efforts, with 
feedback mechanisms and a supportive culture playing 
vital roles in enabling organisations, including local 
governments, to adapt over time.

3.	Accountability for algorithmic decisions should be 
established. 

https://www.technologyreview.com/2013/02/04/253879/racism-is-poisoning-online-ad-delivery-says-harvard-professor/
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G
https://tgsus.com/diversity/google-shows-men-ads-for-better-jobs/
https://www.theverge.com/c/22444020/chicago-pd-predictive-policing-heat-list
https://www.wired.co.uk/article/police-ai-uk-durham-hart-checkpoint-algorithm-edit
https://eticasfoundation.org/wp-content/uploads/2022/04/ETICAS-_-Auditori%CC%81a-Externa-del-sistema-VioGe%CC%81n-_-20220308.docx.pdf
https://eticasfoundation.org/wp-content/uploads/2022/04/ETICAS-_-Auditori%CC%81a-Externa-del-sistema-VioGe%CC%81n-_-20220308.docx.pdf
https://eticasfoundation.org/wp-content/uploads/2022/04/ETICAS-_-Auditori%CC%81a-Externa-del-sistema-VioGe%CC%81n-_-20220308.docx.pdf
https://www.lighthousereports.com/methodology/suspicion-machine/
https://www.journalofdemocracy.org/articles/reimagining-democracy-for-ai/
https://www.brookings.edu/articles/the-three-challenges-of-ai-regulation/
https://gouai.cidob.org/atlas/
https://www.journalofdemocracy.org/articles/how-ai-threatens-democracy/
https://www.journalofdemocracy.org/articles/reimagining-democracy-for-ai/
https://civicai.cat/en/
https://oecd.ai/en/dashboards/overview
https://oecd.ai/en/dashboards/overview
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4.	Aim big, start small: optimal governance is built 
through projects, exemplified by initiatives like the 
Data Governance Clinics project. This innovative 
approach aligns data governance with the public 
interest in cities and underscores the importance of 
adopting an ambitious yet gradual approach to achieve 
broader goals. 

b) Human resources: capacity-building and talent 
attraction

Decision-makers need to assess the available human 
resources capable of designing, implementing, 
deploying and overseeing urban AI systems. To fully 
reap the benefits of digital transformation, public 
sector leaders must acquire new skills that equip 
them to tackle the intricate challenges of the digital 
era. Artificial Intelligence is no exception to that, and 
the effective adoption and regulation of algorithmic 
tools require digital literacy among civil servants. 
These competencies encompass the ability to create 
enabling frameworks, foresee technological trends, 
implement measures to address ethical and human 

rights risks, comprehend the development of digital 
platforms, and collaborate effectively with third parties, 
including vendors. In essence, talent and digital skills 
are indispensable, underscoring the importance of 
enhancing the government’s digital capacity as a 
prerequisite for ambitious local AI projects. In the 
context of an urban AI strategy, capacity-building refers 
to the process of cultivating and reinforcing the skills, 
instincts, abilities, processes and resources that a local 
community requires to plan, design and deploy AI 
applications. 

Interestingly, most local governments perceive 
capability constraints as a significant obstacle to both 
the adoption and regulation of AI applications. More 
specifically, cities commonly encounter two types of 
limitations: the availability of a local workforce with 
the requisite skills for constructing and managing the 
AI system (human capacity), and the proficiency of this 
workforce in interacting with and supervising the AI 
system (AI literacy). These limitations are linked to a 
scarcity of locally accessible skills and a global shortage 
of AI talent. It is worth noting that in the global race for 

IT talent and specific AI skills, the private sector has 
traditionally surpassed governments in their ability 
to attract specialised human resources. Consequently, 
many cities lack the financial resources to develop 
urban technologies in-house, leading them to rely on 
outsourcing and procurement to access the technical 
expertise essential for AI development and governance. 

The skills gap is not inconsequential. In the first place, 
poor knowledge among decision-makers responsible for 
funding AI solutions and those tasked with implementing 
the technology renders system monitoring very difficult. 
From a geographical perspective, the global competition 
for talent aggravates the imbalance between small and 
large cities. It should be noted that in secondary cities, the 
lack of capacity is often not solely technical but also legal, 
as they may lack the competences to develop technology. 
This heightens the risk of creating disparities between first 
and second-class cities. While the global digital divide 
and a city’s socioeconomic situation may exacerbate the 
shortage of AI skills in public administrations, this issue is 
a concern for affluent and economically challenged cities 
alike. 

Cities can implement a series of measures to address these 
constraints. Foremost among these is the need to make 
capacity-building a central component of any effective 
local AI strategy. This involves investing in developing 
both technical capabilities (such as digital literacy) and 
interdisciplinary skills (such as AI regulation and law, AI 
ethics and AI business development). Ultimately, local 
governments must ensure that staff directly involved 
in implementing an AI system in an urban sector are 
adequately trained and informed about the specific AI 
system they are employing. This means they should have a 
comprehensive understanding of how AI may impact their 
responsibilities and be capable of interpreting the system’s 
output to identify potential failures. Moreover, any capacity-
building strategy should also include specific efforts to 
educate the public about AI, its transformative effects on 
current practices, and the opportunities, challenges and 
risks it presents. Nevertheless, capacity-building initiatives 
alone may prove insufficient, prompting local governments 
to formulate strategies for attracting and retaining talent. 
In the immediate term, they can tackle budget and skills 
shortages by forging cross-sectoral collaborations with 
local stakeholders to offset the scarcity of public capacities. 

Most local governments perceive capability constraints as a significant 
obstacle to both the adoption and regulation of AI applications. There are 
two types of limitations: the availability of a local workforce with the requisite 
skills for constructing and managing the AI system, and the proficiency of this 
workforce in interacting with and supervising the AI system. 

https://www.tilburguniversity.edu/sites/default/files/download/Data%20Governance%20Clinics%202021.pdf
https://unhabitat.org/sites/default/files/2022/10/artificial_intelligence_and_cities_risks_applications_and_governance.pdf
https://unhabitat.org/sites/default/files/2022/10/artificial_intelligence_and_cities_risks_applications_and_governance.pdf
https://unhabitat.org/sites/default/files/2022/10/artificial_intelligence_and_cities_risks_applications_and_governance.pdf
https://unhabitat.org/sites/default/files/2022/10/artificial_intelligence_and_cities_risks_applications_and_governance.pdf
https://www.brookings.edu/wp-content/uploads/2021/08/AI-report_Full.pdf
https://unhabitat.org/sites/default/files/2022/10/artificial_intelligence_and_cities_risks_applications_and_governance.pdf
https://unhabitat.org/sites/default/files/2022/10/artificial_intelligence_and_cities_risks_applications_and_governance.pdf
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c) Public procurement is key

As argued above, most cities lack the internal capacity to 
develop AI solutions on their own, leading them to acquire 
urban AI primarily through procurement channels. In 
fact, AI procurement serves as a powerful governance 
tool that can be leveraged to address some of the harmful 
effects that AI use may have on citizens, especially those 
in vulnerable communities. However, throughout the 
procurement process, cities must possess the ability to 
assess the AI solutions presented to them. One effective 
method to ensure that private providers adhere to the 
city’s standards regarding digital rights and ethical 
principles is by incorporating procurement clauses. 

For instance, in 2021 the City of Amsterdam formulated a 
set of contractual terms outlining the specific information 
required from suppliers. Municipal governments can 
keep control over the technology they adopt by seeking 
three types of information: technical transparency (the 
code), procedural transparency (the algorithm’s purpose 
and how it reaches its outcomes), and “explainability” 
(the rules that apply if an algorithm impacts someone 
personally).  The value of these contractual terms lies 
in their ability to help local governments operationalise 
standards, create obligations and define responsibilities 
for trustworthy, transparent and accountable development 
and procurement of AI technologies. Unsurprisingly, 
other local governments, including Barcelona, are 
emulating Amsterdam’s approach by crafting their own 
AI procurement clauses. 

d) Citizen participation and co-creation to enhance 
diversity 

A fourth element that is crucial to address the adverse 
effects of AI is to engage civil society in both the 
development and use of algorithmic tools. The concerns 
surrounding AI extend beyond the principle of “public 
money, public ownership” to encompass public 
intelligence and citizen data. In that sense, seminar 
participants concurred that involving civil society in 
AI initiatives is essential to prevent biases from being 
ingrained in AI and to ensure that AI regulations are 
understandable to the general public. 

Additionally, it was emphasised that when public 
entities use algorithms, consideration should be given to 
governance and institutional frameworks, recognising that 
the current state of data governance in public governance 
is far from optimal. Similarly, some participants 
underscored the importance of transparent research and 
public repositories, advocating for the implementation of 
mechanisms that hold public administrations accountable 
to their citizens when using automated decision systems. 
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